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ABSTRACT-Numerical models of three-dimensional, di- 
urnally varying, boundary-layer flows are integrated to 
study the efIect of fluctuating pressure gradients and eddy 
stresses within different circulation systems. The com- 
putational problem is reduced by expanding the horizontal 
dependence of solutions into Taylor series truncated at the 
first two terms. Within this simplification, sufficient 
generality is retained to reproduce axially symmetric 
similarity solutions and solutions of the nonlinear balance 

equation. For the time-dependent cases, substantial 
deviations from linearized (horizontally uniform) theory 
are predicted. Diurnally periodic pressure gradient and 
eddy stress oscillations cause greatly differing responses 
for various circulation systems. The magnitude of the 
balanced vorticity and the nature of the local deformation 
field have great bearing on the development of boundary- 
layer jets and secondary vertical circulations. 

1. INTRODUCTION 

Large day-to-night variations of planetary boundary- 
layer winds are observed in many parts of the world. 
An illustration is given in the time section of wind speeds 
at  Fort Worth, Tex., displayed in figure 1. This analysis 
(taken from pibal wind data at  6-hr intervals) shows a 
prominant wind oscillation, with greatest amplitude around 
500 m. The diurnal rotation of the vector wind is shown 
in figure 2. 

This example is typical of summer conditions over the 
Great Plains, and larger wind oscillations are often 
observed north of Fort Worth (Bonner 1965). Similar 
oscillations occur over England and France (Kendrew 
1957), Eastern Europe (Novozhilov 196l), Africa (Far- 
quharson 1939), Australia (Allen 1971), and Agrentina 
(A1 tinger 1972). 

Strong nocturnal jets, several hundred meters above the 
ground, usually accompany the oscillation. In  some 
locations, these jets appear to be related to high frequencies 
of nocturnal thunderstorms. These aspects are best docu- 
mented over the Great Plains of the United States. (see, 
for example, Blackadar 1957, Pitchford and London 1962, 
Bonner and Paegle 1970.) Bonner et al. (1968) report 
500-111 wind speeds 70 percent above geostrophic and 
kinematically computed vertical velocities on the order 
of 1 cm/s in an average of 10 Great Plains nocturnal 
jet cases. 

It is quite clear that the wind oscillation is forced by 
diurnal oscillations of eddy stress and buoyancy forces 
above sloping terrain. The former effect has been modeled 
by Ooyama (1957), Buajitti and Blackadar (1957), and 
Krishna (1968), and the latter by Holton (1967). The 
combined effect has been modeled by Bonner and Paegle 
(1970). Most of these models predict winds barely 30 
percent larger than geostrophic, and all exclude horizontal 
flow variation, thereby ignoring boundary-layer induced 
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vertical velocities. Thus, while such models do explain 
qualitative features of the diurnal wind oscillations, they 
do not explain the very large nocturnal jets, and they have 
ignored altogether their possible connection with diurnal 
oscillations of vertical motions and related weather. 

The simplifying assump tion of horizontal flow uni- 
formity is justified by scale analysis for flows such that 
the Rossby number, 

(where V I V 1 is the horizontal wind speed gradient and 
f is the Coriolis parameter) is much smaller than one. 
The case studies of Bonner e t  al. (1968) reveal flow gredi- 
ents close to f/2 and imply Ro=M. It is not correct to 
omit horizontal flow variation in the equations of motion 
when modeling such cases. 

It is the purpose of this investigation to model the effect 
of the nonlinear terms arising from the horizontal variation 
of the horizontal pressure gradient. It will be shown that 
moderate Rossby number flows can be substantially 
different from Ro=O flows for diurnally forced motion. 
A principal reason is that the natural period of oscillation 
on the rotating earth is 2u/(f+5), where is the relative 
vorticity. A diurnal forcing is resonant with this at  different 
critical latitudes, and the magnitude of the response of 
the wind is a sensitive function of 4. 

In sections 2 and 3, the main effects of diurnal eddy 
stress oscillation and of pressure gradient oscillation are 
outlined for horizontally uniform flow and height-constant 
eddy viscosity. This facilities interpretation of results of 
section 4, where horizontal flow variations are retained 
in two simplified numerical approaches. Solutions are 
expressed as truncated series expansions in Ro in one 
approach and as truncated series expansions in 5 and y 
in the other, The latter approach is more flexible and is 
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FIQURE 1.-Time section of wind speeds (m/s) at Fort Worth, Tex., 
for Aug. 2-8, 1960. 

used to model boundary-layer flows over flat and curved 
terrain, and with constant and variable Coriolis parameter. 
In  either approach, the numerical problem reduces to 
time integrations of parabolic diffusion-type equations in 
the single space dimension, z. 

2. EFFECT OF EDDY STRESS OSCILLATION 

Turbulent transfer of momentum through the planetrtry 
boundary layer to the ground tends to be much greater 
during the afternoon of a sunny day than during the night. 
Consequently, afternoon winds usually have ageostrophic 
components directed toward low pressure. As the thermally 
induced turbulence diminishes around sunset, the down- 
ward momentum transfer becomes negligible, and the 
ageostrophic component of the afternoon begins to rotate 
in an inertial oscillation. When it alines with the geo- 
strophic wind vector around midnight, a supergeostrophic 
flow is observed. This is the basis of models simulating the 
nocturnal jet through eddy stress oscillation. 

The simplest time-dependent mathematical model of 
this process assumes horizontal homogeneity and formu- 
lates eddy stresses in terms of a height invariant eddy 
viscosity. The momentum equation governing the motion 
is a yu+ iv ) + ij(u+iv) = ij(u,+iv,) +K -- * (1) 

a(u+iv) 
at az2 

Here, (u,v) and ( u ~ ,  v,) are eastward and northward 
components of the wind and geostrophic wind, respec- 
tively, t is time, z is height, and K is the eddy viscosity. 
The diurnal eddy stress oscillation may be modeled by 

K = A ( ~ - v  COS Qt) (2) 

where Q is the diurnal frequency. Two approaches for the 
solution of this problem are outlined by Ooyama (1957) 
and Paegle (1970). The periodic solution is 

where 
on=- nQ+f, 

f (4) 
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FIGURE 2.-Mean wind oscillation (m/s) at various levels 
for Aug. 2-8, 1960,'at Fort Worth. Times are CST. 

(5) 

J, is a Bessel function of order n. 
A,  and w ,  are functions of latitude and determine the 

response of the flow oscillation for given v. At the level of 
the model nocturnal jet, the most important contribution 
to solution (3) is from the lowest mode (n= - l ) ,  and this 
is maximum at  30' latitude where 

Thus at 30' latitude, the wind can be almost 50 percent 
supergeostrophic at the time of minimum eddy viscosity. 
The magnitude of the oscillation diminishes with distance 
from 30°, and only a 30-percent supergeostrophic com- 
ponent is predicted at  40'. 

Qualitatively, similar results are obtained for the K 
variable in height (Ooyama 1957) for discontinuous 
variation of K from day to night (Paegle 1970) and in 
more complete numerical investigations (Krkhna 1968). 
The strongest response is predicted for 30' latitude, and 
it weakens toward the middle latitudes where the strongest 
jets are observed. Thus, the eddy stress fluctuation is ap- 
parently insufficient to explain the strong nocturnal jets 
observed over the Great Plains. 

, 

3. EFFECT OF PRESSURE GRADIENT OSCILLATION 

The daily temperature cycle over sloping terrain pro- 
duces important pressure gradient oscillations, even over 
terrain slopes as gentle as those of the Great Plains (1/500). 
Day-to-night variations of the associated geostrophic 
wind field amount to about 6-8 m/s (Sangster 1967, 
Bonner and Paegle 1970). 

The most complete model of the effect of this on 
boundary-layer flow is given by Holton (1967). A simpli- 
fied version indicates some of the important features of 
the solution. The solution to eq (1) with geostrophic wind, 
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is 

- * 
for .f>Q (poleward of 30"N). 

-e-mr'Hz 
2K * term + for f 3 st (30'N lat.) 

and (8) 
-e- f nr - (1 - *) 45'2 

for f <Q (south of 30'N). 

The first bracket of the solution is the Ekman spiral 
for the mean geostrophic wind. The second bracket is 
a diurnally periodic expression damping in height in the 
same manner as the forcing. The third bracket is also a 
diurnally periodic term and represents most of the 
response for f close to Q (close to 30' latitude). The strong- 
est response exists at the critical latitude of 30", and here 
the solution is very sensitive to the value of H. The 
observed Great Plains pressure oscillation is well modeled 
by eq (7) when H is about 800m and AV is about 3 to 
4m/s (Bonner and Paegle 1970), and an appropriate 
magnitude for K is probably on the order of 10 m2/s. 
Thus, nocturnal jets about 8 m/s above geostrophic 
may be anticipated at  30°, and this model could easily 
explain observations in the immediate vicinity of 30". 
However, the response drops sharply at relatively small 
distances from this latitude, and the model is not adequate 
over most of the Great Plains. 

Bonner and Paegle (1970) combined the effects of eddy 
stress oscillation aud pressure gradient oscillation in 
quadrature evaluations of integral solutions of eq (1). 
The amplitude of the simulated wind oscillation was 
close to that observed in an average of 9 yr of summer 
rawinsonde data a t  Fort Worth, when the diurnal pres- 
sure fluctuation was specified to match local topographic 
influences. However, the amplitude of the model remains 
less than that observed in strong instances, and the 
nocturnal speed predicted by the model diminishes a t  
more northerly latitudes instead of increasing as observed. 

From the above, it may be concluded that: 

1. Models for diurnal boundary-layer wind oscillation show a 

2. Current models underestimate the nocturnal jet, except in 
marked amplification at the critical latitude of 30'. 

the immediate vicinity of 30'. 

It follows that an important effect is not adequately 
modeled in the above-men tioned references. 

Among the simplifying assumptions of the analyses of 
sections 1 and 2, those with greatest implication &re 
probably: 

1. Atmospheric stratification is neglected. 
2. Horizontally uniform flow is assumed. 
3. The eddy viscosity is unrealistic, especially at low levels 

where K is maintained constant in height. 

Holton (1967) has shown that stable stratification tends 
to  decrease the wind oscillation. For unstable conditions, 
a much smaller horizontal scale than that of the observed 
nocturnal jet would be predicted. A realistic inclusion 
of stratification would greatly complicate the analysis. 
Except for the diurnal variation of the momentum 
exchange coefficient, neutral conditions wil l  be assumed. 
Assumptions 2 and 3 will be relaxed in the next section. 

4. EFFECT OF HORIZONTAL VARIATION 

The phenomenon of resonance at a critical latitude is 
modified if the atmosphere has nonzero vorticity, 4, 
relative to the earth. The critical latitude of maximum 
response is then no longer 30°, but whichever latitude is 
such that 4+f=2r/(l day) (if it exists). A straightforward 
application of the analysis of the previous sections, re- 
placing f with absolute vorticity, is not possible because 
in the boundary layer the relative vorticity also fluctuates 
from day to night and the problem is nonlinear. A three- 
dimensional model incorporating horizontal variation is 
needed. 

Numerical integration of such a model can become 
prohibitively expensive unless simplifications are intro- 
duced. In  this paper, the horizontal space dependence of 
the flow is specified analytically to reduce the computa- 
tional effort, and the time and height dependence of this 
specified horizontal variation is forecast numerically. 

For incompressible flow, the relevant equations are 

and 
aw au a v -  
az ax ay  
-+-+--0. 

The velocity components at any point (x,y) can be ex- 
panded into a Taylor series about (x0,yO). Assuming 00w 
fields such that second and higher order derivatives are 
negligible and translating the origin to ( Z O , ~ O ) ,  we get 

u= u+u*x+uvy, (12) 

v=v+vzz +guy, (13) 

748 1 Vol. 101, No. 10 1 Monthly Weather Review 



and 

where 

and 

w= w, 
u= u (z = 0 , y = 0 ,z, 1) , 

v=v(x=oly=o,z,t) , 

the nonlinear balance equation with appropriate boundary 

An important limitation is that higher order horizontal 
derivatives of the flow field are neglected. In  particular, 
the system of equations would be inadequate in regions 
of strong relative vorticity advection. Since for many 
midlatitude situations the relative vorticity advection is 
of the same order as the B effect, it will be possible to 
assess some measure of this simplification by comparing 
results of experiments that include and drop 8, and which 
are otherwise identical. 

(14) conditions. 

(15) 

(16) 

(17) 

(18) 

For the assumed horizontal variation of u and v,  con- 
tinuity requires horizontally uniform 20. Substituting the 
above expansion into the equations of motion, noting that 
coefficients of 8 and y must vanish identically in each 
equation, and maintaining K horizontally uniform, we 
obtain 

Numerical Methods 

In numerical integration, boundary conditions must be 
imposed at  the upper and lower limits of integration. At 
the lower boundary (the roughness height), the boundary 
conditions specify zero flow. At the top boundary (located 

au au+uuz+vuw+w at s - jov=- jovg+~ (K 8’ close to  2000 m in all experiments), two boundary condi- 
tions were tested.The no-stress boundary condition, 

[3&0], 

a% -+uzuz+vzuv+w !?&jovz=-jovgz+~ (K %), (21) works well for flows with small deformation; that is, (&lay 
at +dv/ax) and (aujax-&/ay) are small relative to j, but 

proves slightly unstable in the presence of significant de- 
~ + U z V z + V z V w + w  z+~ouz=oU,+& (K 2) (22) formation. The upper boundary condition used in the ex- 

periments to be shown is the solution to the balance equa- 

av, 

h W  ~+uwuz+vwuw+w az a% fov,--Bv=-fov,+~ ~ 9 %  tion. For the case that p=O, this can be obtained ex- 
plicitly from the above equations by specifying K=O, a ( a,)’ 

(23) a( )/az=O, and a/at=o. Then 
and 

av”+~wvz+vvvv+W ~ + . f o u v + W = f o u g v + ~  a ( K  $), (24) 
at and 

aw - + uz+ vv=o. 
a2 

(25) 
with 

In  these equations, ug, vg, ugz, vgzl ugwl vgv denote 
geostrophic winds and their lateral gradients, and f o  and 
p are constant midlatitude valuesoffanddfldy. Benton et al. 
(1964) investigated a similar system for steady state 
with p=O and K=constant. 

Although highly simplified, the equations retain suffi- 
cient generality to  reproduce several flows of interest in 
meteorology. For purely rotational, frictionless, steady 
flows with p=O, the solutions give the gradient wind. In  
the limiting case of circular vortices with B=O, the as- 
sumed space dependence is that of the similarity solutions 
(e.g., Greenspan 1968, pp. 133-141), and the equations 
are equivalent in that case. Adding eq (23) and (24), we 
obtain a divergence equation for which the solution in the 
steady-state frictionless limit is just the same as that of 

u*=u,=-vv=-v,, (29) 

and 
vz=vgz+u,-uv. 

For nonzero p, this is the first guess in an iteration proce- 
dure that converged in two iterations for all tested cases. 

Initial conditions specify balanced flow above 200 m, 
decreasing smoothly to zero a t  the surface. For the case 
of strong diurnal oscillations of eddy stress and of the 
pressure gradient, the solutions after a day of integration 
depend relatively little on initial conditions. By the end 
of the second day, all solutions become periodic for all 
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FIGURE 3.-Experiment 1-500-m horizontal winds. Elliptical 
curves depict time evolution relative to local geostrophic wind 
(solid arrows). Solid line curves are computed from method 
described in text, dashed line curves are from Rasch (1973). 
Hour zero (time of minimum K) is labeled, and subsequent dots 
follow clockwise at  4-hr intervals. 

kx ,- 

FIQURE 4.-Experiment 1-vertical velocities a t  the top of the 
boundary layer. First arrow of every group corresponds to time 
of minimum K, and subsequent arrows are a t  4-hr intervals. 

TABLE 1.-Diurnal wind variation as a function of the absolute 
balunced vorticity 

practical purposes, with a single exception that will be 
discussed later. 

Various finite-diff erencing techniques were tested and 
compared. The most satisfactory proved to be Crank 
Nicholson differencing with respect to friction terms and 
the simplified (second order) Adams Bashforth scheme 
with respect to the other terms (Gerald 1970). A 20-min 
time step is used since results obtained with this time step 
compare very closely with those obtained with a smaller 
time step. Thirty-five levels resolve the vertical dimen- 
sion, with the bottom boundary a t  the roughness height 
of 1 cm and the top boundary close to 2000 m. Grid 
spacing is an exponential function of z in the lowest 200 
m and constant above that level. A logarithmic transfor- 
mation of the height variable is used in the lowest 200 m. 
An integration for 100 hr requires 20 s of UNIVAC 1108 
computer time.' 

Programs and finite-difference methods were checked 
against available steady-state solutions of Benton et al. 
(1964) and Rogers and Lance (1960). In all cases, the 
solutions tended to those of the steady-state cases from 
initially unbalanced states but approached steady state 
very slowly in instances of cyclonic relative vorticity. 
For anticyclonic systems, the convergence was much 
more rapid. To a certain extent, this was also true for 
approach to periodicity in the case of periodic K and 
pressure gradient. 

(s-1) (9-1) (m/s) (m/s) 
u/4 *3r/4 0.8X10-4 O.O7X10-' 9. 6 6. 5 

0 .65X 1 0 - 4  -.09XlO-' 7 .1  5.0 
-+4 h u / 4  1.2~10-4 .37X 10-4 5. 2 3. 0 
- u/4 0 1.44X10-4 .6ix10-4 4. 9 2. 5 

0 d 4  1 x 10-4 .2XlO-' 6. 9 4. 0 
0 - ~ 1 4  1x10-' .2x10-4 4.4 2. o 

u ~ 4  

Linear 1 x 10-4 .2x10-4 5.4 2. 3 

Numerical Experiments 

Five experiments will be discussed for the idealized 
cellular pressure field depicted in figures 3-12. This pres- 
sure field is represented by 

Lfov P - k  sin (kz) cos (ky) ,  

with l/k=750 km, V=15 m/s, f0=10-4~s-1, and p=density 
(constant). The relative geostrophic vorticity, 

,&=-2 Vk sin (kz) cos (ky), (33) 

attains the magnitude of 0.4XlO-' s-l in each circulation 
center. In all cases, a latitude of 45' is assumed for each 
point of the flow field. 

Experiment i (figs. 3, 4, tabZe 1). 

1 Mention of a commercial product does not constitute an endorsement. K=8.25 (1-0.8 cos Qt) (m2/s), (34) 
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FIGURE 5.-Same as figure 3 for experiment 2. 

1 V,=- KXVp, f 
and 

8=0. 

(35) 

This experiment is intended to demonstrate the influence 
of various large-scale flow structures on the local wind 
oscillation forced by fluctuations of K alone. Both the 
mean winds and the diurnal oscillation are stronger 
around the anticyclone than around the cyclone. This is 
consistent with the gradient wind equation and with the 
fact that f+€ around the high-pressure center is closer 
to the diurnal forcing frequency (Q=0.739)< s-l) 
than is f+t around the Low. At all plotted points except 
the central point, the geostrophic winds have magnitude 
10.6 mp. The responses a t  these points are compared in 
table 1, which depicts the maximum day to night wind 
variation at 500 m, the absolute vorticity of the balanced 
wind, and its difference from the diurnal forcing fre- 
quency. In general, stronger response occurs for smaller 
magnitude of ( j+Ebalsneea-~) ,  as expected. 

At points k x = ~ / 4 ,  ky= f r / 4 ,  the nocturnal jet is about 
70-percent supergeostrophic. These results indicate that 
the fluctuation of eddy stress may by the main cause of the 
strongly supergeostrophic nocturnal jets that are some- 
times observed. This conclusion will be modified by ex- 
periment 3. 

Figure 4 depicts vertical velocities a t  the top of the 
boundary layer. Sinking occurs over the anticyclone and 
rising over the cyclone. These vertical velocities are 
strongest during the afternoon and decrease to practically 
zero during the night. The magnitude of the vertical 
motions is stronger over regions of anticyclonic flow 
than over corresponding portions of cyclonic flow. This 
is consistent with steady-state results of Benton et al. 
(1964) and Rogers and Lance (1960), but inconsistent with 

, 

T 0 Tr TI 
-2 4 4 F _ -  TT 

kx --f. 

FIQURE 6 . 4 a m e  aa figure 4 for experiment 2. 

the steady-state results of Mak (1972). The discrepancy 
with the latter probably arises from the prespecification 
of K in the present work, while K was determined as a 
function of vertical wind shears by Mak. 

In  another approach to the problem, Rasch (1973) has 
expanded solutions in the Rossby number. This method 
has certain limitations, but second derivatives of the flow 
field are not excluded as in the present approach.Thus, 
differences between the results of the present approach and 
the Ro expansion (dashed curves, fig. 3) in experiment' 1 ,  
might indicate the importance of higher derivatives of the 
flow field. 

All comments made with regard to the dependence of the 
response on the values off +tbslanced-Q hold qualitatively 
for the Ro expansion solutions. The solutions expanded in 
the Rossby number require more time to acquire perio- 
dicity. However, at the points of greatest dissimilarity (the 
northwest and southwest quadrants of the high-pressure 
cell during early morning hours), the disparity between 
solutions is only about 1 m/s, and the wind in both cases is 
still 6-7 m/s stronger than the geostrophic wind. 

While the solutions agree fairly well up to 500 m, the 
results above about 1000 m are in poor agreement, and 
vertical velocities above 2000 m are in total disagreement. 
The expansion in Ro is apparently not uniformly valid, 
since, at order Ron, functions with factors zneYRe(A) 
> O] appear. The solution is not of the boundary-layer type 
for large order and great heights but, as in similarproblems, 
could be reasonable for nondimensional height not much 
greater than one. With some caution, then, it might be 
cluded that up to about 500 m the neglect of higher order 
horizontal derivatives might not be a critical simplifica- 
tion for the pressure pattern under consideration. 

Experiment 2 (figs. 6 , 6 ) .  

K=8.25 (1-0.8 cos Qt) (m'/s), (37) 
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1 
V,=- KXVP-j4e-’lsoom cos [ O ( t - 3  hr)] (m/s), (38) 

P f  

1 a2p - 
Pf ax2 

VPI=10-5e-2’8Wm cos [Q( t -3  hr)]+- - (s I ) ,  (39) 

and 
8=0. 

This specification of geostrophic flow models the effect 
of a terrain sloping gently upward from east to west. 
The vg, term models a broad valley curvature effect. 
The phasing and magnitude are representative of terrain 
around Kansas City. 

Neglecting small terrain curvature terms, the equations 
derived earlier in this section can be shown to apply in 
a coordinate system with the z axis perpendicular to the 
local terrain, the y axis pointing northward, and the x 
axis pointing eastward and locally parallel to the terrain 
slope. 

The pressure gradient oscillation substantially amplifies 
the wind oscillation. The maximum wind is in the south- 
westerly flow of the anticyclone where the nocturnal 
jet is 80 percent stronger than the geostrophic wind. 
Quite large oscillations also exist in the southeastern 
quadrant of the low-pressure cell, but here maxima are 
only about 30 percent supergeostrophic. 

The vertical motion field (fig. 6) is of particular interest 
in this case. Over most of the anticyclone and over the 
southerly irrotational flow, rising motion can be seen 
from about 6 hr before the time of minimum eddy vis- 
cosity to about 6 hr after this time. The rest of the time, 
sinking is dominant. Thus, the terrain configuration 
around Kansas City, Mo., would induce convergence 
and rising motion at  night and divergence and sinking 
motion during the day for a large portion of this southerly 
flow. This is consistent with the frequent occurrence of 
nocturnal thunderstorms around Kansas City. 

This result is due to the drainage convergence of air 
into a braod valley at  night and daytime supslope di- 
vergence, modeled through the diurnal variation of 
vgZ. Its possible relation to nocturnal thunderstorms over 
portions of the Great Plains has been pointed out by 
Means (1952) and Pitchford and London (1962). It is 
notable that within a fairly strong anticyclonic system 
the effect is sufficiently pronounced to produce rising 
motion on the order of 1 cm/s each night and sinking of 
stronger magnitude during the day. A major limitation 
to quantitative estimates of this boundary-layer con- 
vergence is the very arbitrary specification of friction. 
It will be shown that a more acceptable formulation of 
eddy viscosity leads to even larger nocturnal rising and 
and afternoon sinking. 

The next three experiments include a more consistent 
formulation for eddy viscosity. The results of models 
of this type are not extremely sensitive to the magnitude 
of K ,  but do depend significantly on the variation of K 
with height, particularly at low levels. While appropriate 
values of K above about 50 m are only very vaguely 
known, much more is understood about its variation at 

lower levels for both stable and unstable stratification. 
The appendix describes a formulation that at  low levels 
is consistent with available theory and which is used for 
the next three experiments. 

Experiment 3 ( j igs.  7, 8, table 1). Height dependent, 
time dependent K (see appendix). 

and 

Results indicate diurnal oscillations only 50 to 70 
percent as strong as those for the case when K is constant 
in height (experiment 1) and the vertical motions have 
magnitudes only half as strong. Otherwise, results are 
qualitatively similar to those of experiment 1. The weaker 
response results from the fact that the cross-isobar angle 
during the afternoon being smaller in this experiment 
than with K constant in height. Thus, the afternoon 
ageostrophic component is weaker, and the nocturnal 
inertial rotation is much less prominant than in the 
earlier experiments. From this result, it appears that the 
diurnal oscillation of eddy stress is not a likely cause of 
very sizeable low-level jets. 

Experiment 4 (figs. 9, 10). Height-dependent, time- 
dependent K (see appendix). 

1 V,=- KXVp-j4e-z’800 cos [ O ( t - 3  hr)] m/s, 

v -10-5e-zl*00 cos [ Q ( t - 3  hr)]+- --I 

(43) 

(44) 

P f  

1 azp 
Pf ax2 gz- 

and 
,f3=0. (45) 

Except for the more realistic K, these specifications are 
equivalent to conditions of experiment 2. The flow 
exhibits strong diurnal oscillation and reaches twice 
geostrophic speeds to the northwest and southwest of the 
high-pressure center. The vertical motions also have 
larger amplitude and exhibit marked sinking during the 
afternoon and rising at night, particularly over the south- 
erly jet axis and in western portions of the anticyclone. 
In  the southwestern quadrant of the anticyclone, w is close 
to 3 cmjs during the few hours following the time of 
minimum eddy viscosity, and slightly stronger sinking is 
indicated around the time of maximum eddy viscosity. 
An air column extending from the surface to 2000 m 
would stretch about 600 m at  night and compress about 
800 m during the daylight hours. This would have a sig- 
nificant destabilizing effect on the boundary layer a t  night 
and a stabilizing influence during the afternoon, particu- 
larly above about 500 m, where this might dominate 
opposing radiational effects. 

In  this case, the magnitude of K averaged over a day 
and over the depth of the boundary layer is larger than 
that of experiment 2, yet the frictional damping is ap- 
parently less. The reason for this is that the surface stress 
in the present experiment is only half as large as that in 
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experiment 2. This indicates that the vertical profile of K 
has more bearing on the wind than its average magnitude 
and that the results do not depend too sensitively on the 
magnitude of K at higher levels, so long as the low-level 
specification is reasonable. 

Experiment 5 ( j igs.  1 1 ,  12). Same as experiment 4 but 
with p=1.5 X m-’. s-l. This experiment illustrates 
the effect of the earth’s curvature. The results are qualita- 
tively similar to those of the last subsection, but the 
diurnal oscillations are about 10-20 percent larger. Part 
of this may be explained by the fact that in southerly 
flow the p effect tends to decrease the absolute vorticity 
at fixed points so that it becomes closer to t,he critical 
value over most of the flow field. The p effect also tends 

to change the deformation of the balance wind so that 
for southerly flow a streamwise deceleration and lateral 
spreading is accentuated. This sort of deformation pattern 
apparently favors a larger diurnal oscillation. (in fig. 3 
and table 1, compare point kz=O, k y = + u / 4  with kx=O,  

At the point kx=O, ky=?r/4, no periodic solution exists. 
The reason for this is probably related to the simplifying 
assumption that local gradients exist to infinite distance. 
At point kx=O, k y = n / 4 ,  this models a point downstream 
of an infinite velocity at  infinite distance. This assumption 
has been questioned in the similarit.- solutions without @ 
or time dependent K (Greenspan 1968), and we are still 
investigating this strongly limiting feature of the solutions. 

ky=--a/4.) 

October 1973 1 Paegle and Rasch 1 753 



-I------------ 
- _ _ _ _ _ _ _ - - -  

.-.. . . /--I --- I 

kY , 

_- 

-- n- -3 
2 4 

0 a ? 2 

FIQURE 11.-Same as figure 3 for experiment 5. 

5. CONCLUDING COMMENTS 

It may be summarized that the horizontally nonuni- 
form, nonsteady aspects of boundary layers can be quite 
critical in the presence of forcings with frequency close to 
f. The steady-state, linearized, boundary-layer model 
predictions are not only quantitatively different but can 
be qualitatively wrong. An example would be the predic- 
tion of boundary-layer motion around moderate anti- 
cyclones, as in experiment 4, over very slight terrain 
slopes (1/500). Applying steady-state linear theory, one 
would obtain a horizontal wind at 500 m that would 
be close to geostrophic, and the flow would be character- 
ized by divergence and sinking motion. The present results 
indicate that for a substantial portion of, the oscillation 
(much of the night) the wind can easily be more than 50 
percent stronger than geostrophic and that marked con- 
vergence and rising motion may occur. 

The correspondence of the solutions to Great Plains 
observations is good. Strongly supergeostrophic nocturnal 
jets and boundary-layer convergence are predicted in 
regions where the nighttime jet and thunderstorms are 
both common. The velocities of the jet drop much more 
sharply to the left of the jet than to the right. This results 
in larger cyclonic vorticity than anticyclonic vorticity 
on the flanks of the jet in agreement with observations of 
Bonner et al. (1968). The model predicts the strongest 
southerly jets in the western portions of anticyclonic 
circulation. The presence of a broad southerly flow around 
the western flank of the Bermuda anticyclone has been 
cited as a requisite for a strong jet (Bonner 1968, Wexler 
1961). 

I t  appears that the greatest single contributing factor 
to the nocturnal jet, and certainly to the nocturnal 
convergence pattern, is the Great Plains topography. 
The eddy stress oscillation is apparently of lesser 
importancd. 

There are several weaknesses in the present approach. 
First, the formulation of eddy stresses is rather arbitrary. 
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The results are particularly sensitive to specification of K 
within the lowest few tens of meters. Fortunately, this is 
the region where K can be formulated most realistically. 
The dependence on the values of K a t  higher levels is not 
nearly as sensitive, but it is very difEcult to determine 
appropriate numbers, especially for unstable stratification. 

A second weak point of the model is the neglect of second 
horizontal derivatives of the flow field. The quantitative 
differences between experiments 4 and 5 are notable, in- 
dicating the importance of the @ effect. Relative vorticity 
advections are often as important as the fi  effect and can- 
not be reproduced by the present approach. Experiment 1 
indicates that higher order derivatives in the flow field are 
not critical in the particular flow field studied, but they are 
likely to be of greater importance for propagating pressure 
pat terns. 

Another simplification is the implicit assumption of 
neutral stratification. A more realistic stratification would 
be somewhat stable on a daily average and would probably 
tend to reduce the amplitude of the response. 

APPENDIX 

The specification of K is made so that under conditions 
of steady state, neutral stratification, and horizontal 
homogeneity, the results are consistent with accepted 
surface layer theory. The effect of stability fluctuation is 
incorporated by a specified variation of the Monin- 
Obukhov scale length L;  that is, 



where 
T=mean temperature, (47 1 

u* =friction velocity, (48) 
k=The von KBrmBn constant, (49) 
g=gravity ( 5 0 )  

(51) 
- and 
w W =  the vertical “heat” flux. 

A dimensional analysis for the steady-state surface 
boundary layer indicates that 

where 4 is a universal function to be determined from 
observation. (See, e.g., Plate 1971, pp. 79-83.) Under un- 
stable conditions, t#J of the form 

-114 
t#J=(1-15 i) (L<O) 

fits data well, while under stable conditions 

(53) 

4=1+4.7 (L>O) (54) L 

fits data well. 

lation. then 
If the eddy stress is specified by an eddy viscosity formu- 

az 
a2 

u”,K - 

at low levels; using this in eq (52) gives 

(55)  

for the surface boundary layer. 
In this study, K is specified so that it effectively has 

the form of eq (56) through the lowest 20 m. At higher 
levels, this is modified because stratification changes with 
height and because constant-flux assumptions are reason- 
able only in a thin surface layer. In the h a 1  specification, 

with 

A= { 1+0.9 [sin(cos fit)] dlcos Q tl }O.OOOl m+ 
for unstable stratification, 

A=O for stable stratification, 

4 au$ 

1 or 300 m, whichever is smaller, 

1 for unstable stratification 
2 for stable stratification, 

and 
~ * = 0 . 0 3 7  lVEl. 

The value u* might well depend on stability, although 
there is some discussion on this point (Swinbank 1967). 
We specify i t  to be consistent with a neutral model and 
data presented by Blackadar (1962) for a surface Rossby 
number between lo6 and 10’. For a 10 m/s wind, L ranges 
over (-300, -16) and (32, 600) for unstable and stable 
conditions, respectively. These magnitudes are consistent 
with data presented by Monk and Obukhov (1954). 

The arbitrary specifications of eq (57)-(59) are de- 
signed to produce a K with maximum amplitude at  500 m 
during the midafternoon and at somewhat lower levels 
during the rest of the unstable hours in the model. During 
the night, K approaches a constant value asymptotically 
with height. Although K is a function of position through 
u* (and IV,l), it  is treated as locally constant a t  each point 
of integration. 
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